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Abstract— The social media has grown very vastly in the 
earlier years known think for all. There are different social 
media sites like Facebook, Twitter, LinkedIn, Google+ and 
many more that holds public and confidential/ personal 
information about their users. It is mandate to provide 
security to those users. In social network graphs are 
anonymized before being published to the others might be 
third person, for data mining or statistical study of privacy 
preservation of social networks. The purpose is to reach at an 
anonymized sight of the network without any of the data 
holders’ information near links among nodes that are 
organized by other data holders’. For that our work start with 
the centralized setting and offer two variants of an 
anonymization algorithm which is previously based on 
sequential clustering and now we use Incremental Clustering 
for better performance. This algorithm produces 
anonymizations by means of clustering with better utility than 
those achieved by existing algorithms. We devised a secure 
distributed version of our algorithms for the case in which the 
network data is split between several players. We focused on 
the scenario in which the interacting players know the identity 
of all nodes in the network, but need to protect the structural 
information (edges) of the network. 
 
Keywords— Privacy Preserving Data Mining, Social Network, 
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I. INTRODUCTION 

A network is a structure a set of devices (often referred to 
as nodes) connected by communication links referred as 
edges. A node can be a computer, printer, or any other 
hardware capable of sending and/or receiving data 
generated by other nodes on the network. A link can be a 
cable, air, optical fiber, or any other medium which can 
transport signal carrying information.  Basically networks 
are modeled by a graph, where the nodes of the graph 
correspond to the entities, while edges denote relations 
between them. Real social networks may be more complex 
or contain additional information. In this study, we deal 
with social networks where the nodes could be 
accompanied by descriptive data, and propose two novel 
anonymization methods of the third category (namely, by 
clustering the nodes). Our algorithms issue anonymized 
views of the graph with significantly smaller information 
losses than anonymizations issued by the algorithms. We 
also devise distributed versions of our algorithms and 
analyze their privacy and communication complexity. 
We also devise distributed versions of our algorithms and 
analyze their privacy and communication complexity. 

Working on this paper started with formal definitions in and 
a survey of related work, we stay in the real of centralized 
networks and propose two variants of an anonymization 
algorithm which is based on sequential clustering and 
incremental clustering. Next to describe a distributed form 
of our algorithms that computes a k-anonymization of the 
unified network by invoking secure protocols. The results 
of our experiments are given in second last section that 
specifies result comparison in between sequential clustering 
and incremental clustering. Finally we concluded in last 
section that incremental is far better algorithm then 
sequential by outlining future research directions in the 
study of privacy preserving study. 

 
GOAL & OBJECTIVES 
In this project we have main aim is to present the extended 
method for Anonymization of Centralized and Distributed 
Social Networks by incremental Clustering with improved 
reliability and performance. 
 

- To present the present new framework and 
methods. 

- To present the practical simulation of proposed 
algorithms and evaluate its performances. 

- To present the comparative analysis of existing 
and proposed algorithms in order to claim the 
efficiency. 
 

The method is implemented for to present the extended 
method for Anonymization of Centralized and Distributed 
Social Networks by incremental Clustering with improved 
reliability and performance, to present new framework and 
method of incremental clustering. It presents the 
comparative analysis of existing system. 
As the previous system have certain outcomes i.e. Lack of 
reliability and scalability, inefficient method for large 
network which is not adaptable. 
 
Problem Definition 

To find out the minimum loss of information and hide the 
private data from the other party efficiently.  Several studies 
have pointed out weaknesses of the k anonymity model in 
the context of tabular data. The main weakness of k-
anonymity is that it does not guarantee sufficient diversity 
in the private attribute in each equivalence class of 
indistinguishable records. 
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II. THEORAETICAL BASICS 
 
Clustering is grouping of objects having similar attributes. 
Clustering can be considered the most 
important unsupervised learning problem; so, as every other 
problem of this kind, it deals with finding a structure in a 
collection of unlabeled data. A loose definition of clustering 
could be “the process of organizing objects into groups 
whose members are similar in some way”. A cluster is 
therefore a collection of objects which are “similar” 
between them and are “dissimilar” to the objects belonging 
to other clusters. This can be shown with a simple graphical 
example: 
 

 
Fig. Graphical example of clustering 
 

The algorithm is composed of the following steps: 
 

1. Place K points into the space represented by the 
objects that are being clustered. These points 
represent initial group centroids. 

2. Assign each object to the group that has the 
closest centroid. 

3. When all objects have been assigned, recalculate 
the positions of the K centroids. 

4. Repeat Steps 2 and 3 until the centroids no longer 
move. This produces a separation of the objects 
into groups from which the metric to be 
minimized can be calculated. 
 
III. SYSTEM DESIGN AND IMPLEMENTATION 

 
The presented algorithm applied on the dataset which forms 
the cluster find its centroid basis on the distance. Then it 
will go to initial portioning to find computation sum after 
checking loss of information. 

Given a social network SN and a clustering C of its nodes, 
the information loss associated with replacing SN by the 
corresponding clustered network, SNC, is defined as a 
weighted sum of two metrics 
 

I(C) = w • ID(C) + (1 − w) • IS(C); 
 

 
 

Fig. Architecture of the proposed system 
 
ALGORITHM USED 

1. Initial Partition Algorithm 
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2: Singletone Algorithm 
 

 

 

 
Process: 

 

 

 

 

 
 
 
3: Proposed Algorithm: Incremental Clustering 
algorithm 
Input: Set of nodes (N), Number of clusters (k), Threshold 
 
Output:  A Clustering of SN  
 

1.  

2. For all  do 
AS_F= False 
For all  do 
If || Xi –centroid ( Cluster ) || < threshold  then 
{ 
Update centroid (Cluster) 
Xi 
Ins_counter ( Cluster ) ++ 
AS_F=True 
} 
Exit loop 
End if 
End for 
If (not AS_F) 
{ 
Centroid ( newCluster ) =Xi 
Ins_counter ( newCluster =1 ) 

 
} 
End if. 

3. End for 
 

IV EXPERIMENTAL WORK 
Firstly we select input dataset that is one of XML file that 
contain information regarding users that is nodes. 
Then we form the edges in form of graph by using the given 

input dataset which we select in previously. Later we take 
input to divide dataset into number of clusters. Shows 
Clusters are form by taking number of cluster size which is 
taken from user in previous state, along with that the edge 
instances is also form basis on nodes and edges. 
After forming the cluster we go for next phase that is 
existing system algorithm which is sequential clustering, in 
that we perform partition and find computation sum. Initial 
partition is done at this level in that the partition forms as 
per the size of clusters formed. 
Next basis on the partition we are going to find the single 
tone edges and then find which partition having minimum 
number of edges those edges to be moved, with the moving 
of edges it again finding loss of information of that edge. 
Then we shows updated clusters with updating of centroid, 
by taking new clusters as input value to find out 
computation sum of sequential clustering. With same we 
have concluded that value of “a” that refers to computation 
sum of sequential clustering. Again for the comparative 
study we take new input value for size of cluster to perform 
the same work as sequential clustering and finally find 
value of a that refers computation sum. 
Then we shows updated clusters with updating of centroid, 
by taking new clusters as input value to find out 
computation sum of incremental clustering. With same we 
have concluded that value of “a” that refers to computation 
sum of sequential clustering. And the final working of the 
proposed system which shows the time required to the 
incremental clustering is less than the execution time 
required to incremental clustering. 

 
Fig: Resultant graph of Time complexity 

 

 
Fig: Resultant graph of Performance 
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The figure shows resultant graph of time complexity and 
performance of system. It first graph shows the required to 
execute our system less than the time required to existing 
system.  
 

V. CONCLUSION 
The novel real time model is contribution to existing 
historical model, where it presents the extended method for 
Anonymization of Centralized and Distributed Social 
Networks by incremental Clustering with improved 
reliability and performance.  
The utility of our approach was demonstrated by running 
experiments on real and synthetic data set which improves 
the performance and reliability of the system. Our research 
suggests methods for quickly collecting information from 
the neighbourhood of a user in a dynamic social network 
when knowledge of its structure is limited or not available. 
We presented incremental clustering algorithms for 
anonymizing social networks. Those algorithms produce 
Anonymization by means of clustering with better utility 
than those achieved by existing algorithms. 
We can also add future work to this system  that the utility 
of our approach demonstrated by running experiments on 
real but offline and synthetic data sets. As the privacy 
protection implies we can block the users/attacker that is 
offline dataset for some time of span who is trying to hack 
the data on large dataset or online clustering. 
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